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Importance of using basic statistics adequately in clinical research☆
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Abstract

Background and objective: The inadequate use of basic statistics is the main responsible for scientific article misinterpretation. The purpose of this review article was to review some basic statistical topics to alert authors and readers about the importance of basic statistics proper reporting.

Content: A bibliographical and cross-sectional study was carried out, which analyzed publications in books and articles in the following databases: SciELO (Scientific Electronic Library Online) and PubMed (Available from the National Center for Biotechnology Information). Medical research is not free from the risk of false positive and false negative results due to the choice of statistical tests and presence of small sample sizes.

Conclusion: Understanding the correct use of basic statistics leads to fewer errors in reporting the results of studies performed and in the interpretation of their conclusions.

© 2017 Published by Elsevier Editora Ltda. on behalf of Sociedade Brasileira de Anestesiologia. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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Importância do uso adequado da estatística básica nas pesquisas clínicas

Resumo

Justificativa e objetivo: O uso inadequado da estatística básica é o maior responsável pelo erro de interpretação dos artigos científicos. O objetivo deste artigo de revisão foi rever alguns tópicos básicos de estatística para alertar autores e leitores sobre a importância do relato adequado da estatística básica.

Study performed at Universidade Federal de Alagoas.
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Introduction

Statistics is a science that uses data analysis to test statistical hypotheses, assess the strength of clinical evidence and thus whether there are true associations or phenomena between groups. Researchers must formulate hypotheses, note the biological phenomena occurring in the population and draw a sample from that population to test their hypotheses. The sample similarity with the original population allows the results of data analysis to be more reliable in the elucidation of hypotheses.

Statistical analysis, which is present in scientific researches and reported in original articles, allows readers, patients and health providers to interpret the information derived from data collected during a research and use it for the benefit of society. Concerns about adequately reporting the results of biomedical researches have been present in the world literature since past decades.

The frequency of the adequate use of statistical tests can be seen in a number of medical fields, such as oncology, radiology, surgery, and anesthesiology. Consequences can be serious if the scientific content analysis is inadequate, such as false results with unwarranted assumptions and conclusions lacking biological support.

There are several guidelines available for data reporting and statistical measurements that have been published by various authors of scientific articles, indicating which items are important to be used in scientific research reports. Despite the availability of such guidelines, errors in the use of statistics in research reports still exist and are due to both the use of basic statistics and advanced statistics, but the greater frequency of errors occurs with the use of basic statistics, contrary to what one might think.

The present review is an attempt to make anesthetists aware of the various aspects of statistical methods used in clinical research, as well as to attempt through this narrative review to reduce as much as possible the statistical errors that are still committed in basic statistics. The objective of this paper was to review some basic statistical topics to alert scientific research authors and readers about the importance of adequately reporting basic statistical data.

Method

A bibliographic and transversal search of books and scientific articles published in electronic media was carried out in the following databases: SciELO (Scientific Electronic Library Online) and PubMed (National Center for Biotechnology Information). The following meSH terms were used: “biostatistics”, “anesthesia”, “and sample size”.

Literature review

Basic concepts of descriptive statistics

Clinicians should be able to make the best decisions before the patient in their routine practice, and acquiring new knowledge will only be possible if they are able to read and critically analyze articles published in scientific journals. Descriptive statistics is a part of statistics that helps researchers and readers understand the information of data collected through its organization and summarization. Descriptive statistics is the only statistic used in descriptive works and some epidemiological studies. The use of raw data in scientific articles, that is, data as collected in the survey, is uncommon and may impair its interpretation and make reading uninteresting.

Descriptive statistics is used to describe data using numbers or statistical measures that may best represent all data collected during a research. It is considered an initial step for the appropriate choice and use of statistical tests of hypotheses. It is essential to know which statistic is most appropriate for the most different levels of measurement. The most used in published health articles may be seen in Table 1.

Descriptive statistics can be divided into measures of central tendency and dispersion. The first uses a value that represents what is more typical and may be used to represent all other values collected in a research. The second uses a value that reveals how data varies around that value that is more typical. The main measures of central tendency are: mean, mode, and median. The main measures of dispersion are: variance, standard deviation and interquartile range.
The mean is an important measure because it incorporates the score from every subject in the research study. The required steps for its calculation are: count the total number of cases—referred in statistics as \( n \); add up all the scores and divide by the total number of cases. This advantage of the mean is also its problem, as it is affected by high or low discrepant scores that distort the desired information one wishes to transmit about the analyzed data.

Median differs from mean because it is the middle value in distribution when the values are arranged in ascending order. If we take random values, such as 88, 89, 90, 91 and 92, we will have a median of 90.

Mode is the value that occurs most often and does not provide an indication of all the values collected in a research, but rather it expresses the most repeated value. If we take random values, such as 88, 88, 90, 91 and 92, we will have a mode of 88.

Median and quartiles are values that represent the position, in percentage scale, of the values distributed in ascending order. The median represents the 50% position in the distribution scale. To find out where the median position is, simply divide the total score of cases by two. A simple way to find out the numerical value sorting the values in ascending order, gradually eliminating the extreme values, and then identifying the value that remained in the center. This value will be the median. In some cases, all the end values are eliminated and no central value remains. When this occurs, one should average the last two values and thus calculate the central value. The median is not influenced by the discrepant values and should be preferred when they are present. If we take random values, such as 85, 89, 90, 91 and 97, we will have 90 as median.

Means of central tendency have their applicability. Table 1 shows the indication for the application of each measure. Taking two sets of random values, the first being 88, 89, 90, 91 and 92 and the second set 30 + 70 + 90 + 120 + 140, we will have two sets of 90 as the mean. By not only the mean, one does not perceive the information about the rest of the values and, therefore, it is necessary to use dispersion measures to realize that data from groups are not equal.

Table 1. Summary of the most commonly used descriptive statistics in health publications.\(^{12}\)

<table>
<thead>
<tr>
<th>Shape and normality</th>
<th>Central tendency</th>
<th>Dispersion or variation</th>
<th>Percentile and quartile</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symmetry</td>
<td>Mode</td>
<td>Range</td>
<td>Percentile</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>Median</td>
<td>Variance</td>
<td>Interquartile range</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>Standard deviation</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Applicability of measures of central tendency.\(^{12}\)

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Mean</th>
<th>Median</th>
<th>Mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interval and scalar data</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Ordinal data</td>
<td>No</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Nominal data</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Distortion with discrepant values</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

Values may be near or far from the mean and this distance from the value to the mean is known as discrepancy. The sum of all discrepancies can be zero, so in order to use these discrepancies it is advisable to square each discrepancy value before using it mathematically. The average square of these values is known as variance. The analyzed variable unit of measurement is also square, so in some cases it is difficult to understand its meaning.

Standard deviation is one of the most commonly used statistical measures to demonstrate data variability. It estimates the degree to which the value of a particular variable deviates from the mean. Mathematically, the square root of the variance is the standard deviation. The unit of measure of a variable remains in its original form.

Total range of a variable is the distance between the highest and lowest values. It is calculated by subtraction between the highest and lowest values from a set of data. The measure does not tell whether the values are evenly distributed, if there are groups of values near each other, or if there are absent groups of values between the collected data.

Interquartile range is a measurement position related to the median. Quartiles represent the 25% and 75% positions in the scale, so that the first quartile represents the value corresponding to the first quartile of the distribution (25% of the values below that position) and the third quartile represents the value corresponding to the third quartile of the distribution (75% of the values above that position).

Dispersion measures have their applicability. Reanalyzing the two sets of previous random values, we can note that for the first set the mean was 90, standard deviation 1.15, and total range 88–92 and for the second set the mean was 90, standard deviation 43.01, and total range 30–140. By the use of dispersion measures, we can note that the sets of values are different. Indication of where each measure may be used is in Table 3.

Mean and standard deviation are best used when data are normally and symmetrically distributed, as well as median and interquartile range for data asymmetrically distributed. One way to identify whether symmetry occurs in data distribution is to create the histogram graph and observe its shape. Graph creation begins with the distribution of the number of cases on the y-axis and the level of the analyzed variable on the x-axis (Fig. 1). If the shape resembles a bell, there is already a strong indication that data is normally distributed.

Data distribution may also be statistically assessed by comparing the curve formed by the distribution of data collected in a research and the normal curve. Calculation can be done by computer applications such as BioEstat version 5.0, STATA, Epinfo, and others.

Basic concepts of inferential statistics

Inferential statistics is used to draw conclusions and make inferences after analyzing data collected in surveys. Inferential statistics include hypothesis tests and estimation to make comparisons and predictions and draw conclusions that will serve populations based on sample data. Statistical inferences may be: bivariate analysis and multivariate analysis. The first analyzes the relationship between a dependent variable and an independent variable. The second analyzes the relationship between a dependent variable and multiple independent variables and verifies the potential confounding effect of the latter on the first.

Statistical inference is only possible after testing the statistical hypotheses. Hypothesis is a numerical statement about an unknown parameter to the researcher. The two statistical hypotheses are: null and alternative hypotheses. Null hypothesis refers to the absence of effect or association. Alternative hypothesis states that there is a difference between at least two populations studied and when positive states that there is difference between the groups analyzed.

Researchers may have two errors when they rely on these two hypotheses to formulate conclusions: type I and type II errors. Type I error refers to a false positive result; that is, rejecting the null hypothesis when in fact it is true. Type II error refers to a false negative result; that is, accepting the null hypothesis when in fact it is false. The probability of making a type I error is known as level of significance or alpha. The acceptable level of significance most used in the health field is 5%. Statistical hypothesis tests calculate the probability of an event occurring assuming that the null hypothesis is true. This probability is known as p-value. If the p-value is less than the level of significance, the null hypothesis may be rejected and the alternative hypothesis that says there is a difference or association between the analyzed groups may be accepted. This reasoning applies to superiority clinical trials. The most common error among readers is to believe that p-value represents the probability that a null hypothesis is true. Non-inferiority or equivalence clinical trials assess the exact opposite, the logic of interpretation is opposite, as null hypothesis represents the difference between the observed values.

Kurichi et al. performed a research in 2006, analyzing publications in several scientific journals in the field of surgery and demonstrated that Student’s t and chi-square tests were the most used for hypotheses. This finding is supported by other researches in other areas of medicine. Student’s t-test is a parametric test which compares the mean of two samples. The use of this test requires some conditions: sampled population must have symmetrical distribution, sample variances must be equal or approximate, and samples must be independent. This test statistics may be obtained according to the following steps: calculate the sample means and the respective standard deviations, find the difference between the two sample means, calculate the standard error and divide the value of the difference between means by the standard error value.

Table 3  Applicability of dispersion measures

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Range</th>
<th>Interquartile range</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interval and scalar data</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Ordinal data</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Sample variability description</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Statistical inference participation</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Figure 1  Distribution of number of cases in y-axis and level of the analyzed variable in x-axis.

Once the t-value is found, a table of critical values of the t-statistic must be consulted according to the degrees of freedom appropriate to each case. If the t-value found is greater than or equal to the tabulated t-value, the null hypothesis may be rejected. The statistical t-value can also be converted to p-value. If p-value is less than the level of significance adopted for the study, the null hypothesis should be rejected.

Medical research generally involves more than two groups. The Anova test is used to simultaneously test the equality between more than two groups. The Anova various forms of testing are: one-way for an independent variable, two-way for two independent variables, and repeated measures for patients serving as their own controls. The use of Anova requires some conditions: sample should have symmetrical distribution, samples should be chosen randomly, and homoscedasticity should be evaluated. Variance represents the dispersion of data that will be analyzed. Homoscedasticity represents the variance homogeneity and is a presupposition that must be observed to perform the test.

Chi-square test is a nonparametric test used to answer study questions involving rates, ratios, or frequencies. It does not require data symmetrical distribution. There are two tests: chi-square of independence and goodness of fit. The independence test is the most commonly used and assess the frequency of data from two or more groups. The goodness of fit test is used to compare sample data with data from known populations.

Chi-square test statistics for two samples may be obtained according to the following steps: calculate the sample proportions, find the difference between these two proportions, calculate the general sample proportion that will be used in the standard error calculation, calculate the standard error and divide the value of the difference between the proportions by the standard error value. The null hypothesis may be rejected if the p-value is less than the significance level adopted in the study or if the value found is greater than or equal to a tabulated value as is occurs in t-test.

The use of non-parametric statistical tests has increased over the years. A study analyzing publications in the field of surgery found that in Archives of Surgery there was an increase from 0% in 1985 to 33% in 2003 and Annals of Surgery from 12% in 1985 to 49% in 2003. Non-parametric methods are used for data with asymmetric distribution or from ordinal and nominal scales. The most common and their indications are: chi-square and Fisher’s exact test for proportions or frequencies; Mann–Whitney, Wilcoxon, Kruskal–Wallis and Friedman tests for ordinal data; and Kruskal–Wallis and Friedman for intergroup comparison. Data from small total sample size may be better evaluated with non-parametric tests.

The professional training of physicians generally offers a basic knowledge in statistics, but many are not apt to use this knowledge in the interpretation of the data. The decision of which test to use for each particular situation requires clarification of some points: data measurement scale; number of groups; relationship between participants, that is, whether the groups are independent or related and the researcher’s intention to establish a difference or relationship between groups. A hypothetical example would be to evaluate complications in the post-anesthetic recovery unit. The first step is to count the event of interest and divide it by the total number of patients to find the proportion and, by multiplying that proportion by 100, we have the percentage. Then, the gender difference can be verified by the chi-square test, or the amount of anesthetic used by each patient can be checked and the mean extracted. A general guide for choosing tests is shown in Table 4.

How to calculate the sample size
Statistics are used for comparisons between groups and to make predictions for populations using the sample data, as it is generally not feasible to analyze the data of all members of a population. The hypothesis is formulated by observing the population tested in the sample. An adequate number of participants should be calculated before the study. If the sample size is smaller than necessary, the actual effect analyzed may be neglected by the researcher, and if this size is too large, resource and animal waste will occur if it is an experimental research.

Sample size calculation can be performed through computer applications (apps). There are some free online apps that use the statistical power method. Some examples are: http://www.openepi.com/Menu/OE_Menu.htm; http://www.biostat.mcmaster.ca/wiki/Main/PowerSampleSize; http://tinyurl.com/djifbcalculo.

Common errors in anesthesia
Statistical error identification was investigated in the bibliographic material of the Anesthetic Research Society. The categories pointed out in this research were: method presentation or choice of statistical test, variability and probability. The most common errors were: no identification of inferential statistics tests, inadequate presentation of data to allow p-value interpretation, and inadequate presentation of mean standard deviation.

Common errors found in anesthesia are: wrong choice of a hypothesis test that disregards data distribution; wrong choice of a hypothesis test that disregards the clinical hypothesis, which leads to type I error during analyzes of significance; use of chi-square when the expected frequency of a cell is <5; use of chi-square without Yates’ correction in small sample; use of t-test for paired samples in unpaired samples and pair samples to analyze with t-test.

Final considerations
Proper use of basic statistics allows the clinician to feel more confident with the study results and thus implant new interventions or drugs in clinical practice.

The main recommendations to minimize errors in scientific reports are: conceptualize the variables used in the research; summarize the variables data using descriptive statistics; describe the methods used in the analysis of each variable and relate the statistical methods used; check data distribution before performing the analyzes and report the test or
technique used; describe the adjustment methods used for multiple comparisons; describe how discrepant values were treated; describe the level of significance; describe the parameters used to for sample size calculation so that calculations can be repeated; describe the software or statistical package used in the analysis; use mean and standard deviation for data with normal distribution; use median and interquartile range for asymmetrically distributed data; do not replace standard deviation by standard error.

The greatest errors in the interpretation of data from scientific studies are due to the inadequate use of the basic statistics addressed in this narrative review. Health professionals should be able to critically evaluate the results of studies so that information in the literature can positively influence patient care. Understanding the validity of the conclusions favors the findings applicability to patients.

Understanding the proper use of basic statistics provides less error in reporting the results of studies and interpreting their findings.
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